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How computers killed the expert  
 

Can a mathematical formula really beat a legal panel in predicting how US Supreme 

Court judges will vote – or whether criminals will reoffend? Ian Ayres charts the fast-

growing powers of database analysis  

 

 

   Six years ago, Ted Ruger, a law professor at the University of Pennsylvania, attended 

a seminar at which two political scientists, Andrew Martin and Kevin Quinn, made a 

bold claim. They said that by using just a few variables concerning the politics of a case, 

they could predict how US Supreme Court justices would vote.  

 

   Analysing historical data from 628 cases previously decided by the nine Supreme 

Court justices at the time, and taking into account six factors, including the circuit court 

of origin and the ideological direction of that lower court’s ruling, Martin and Quinn de-

veloped simple flowcharts that best predicted the votes of the individual justices. For 

example, they predicted that if a lower court decision was considered “liberal”, Justice 

Sandra Day O’Connor would vote to reverse it. If the decision was deemed “conserva-

tive”, on the other hand, and came from the 2nd, 3rd or Washington DC circuit courts or 

the Federal circuit, she would vote to affirm.  

 

   Ruger wasn’t buying it. As he sat in that seminar room, he didn’t like the way these 

political scientists were describing their results. “They actually used the nomenclature of 

prediction,” he told me. “[But] like a lot of legal or political science research, it was retro-

spective in nature.”  

 

   After the seminar he went up to them with a suggestion: why didn’t they run the test 

forward? As the men talked, they decided to run a horse race, to create “a friendly inter-

disciplinary competition” to compare the accuracy of two different ways to predict the 

outcome of Supreme Court cases. In one corner stood the predictions of the political sci-

entists and their flow charts, and in the other, the opinions of 83 legal experts who would 

be called upon to predict the justices’ votes for cases in their areas of expertise. The as-

signment was to predict in advance the votes of the individual justices for every case 

that was argued in the Supreme Court’s 2002 term. 

 

   The test would implicate some of the most basic questions of what law is. In 1881, Jus-

tice Oliver Wendell Holmes created the idea of legal positivism by announcing: “The life 

of the law has not been logic; it has been experience.” For him, the law was nothing more 

than “a prediction of what judges in fact will do”. He rejected the view of Harvard’s dean 

at the time, Christopher Columbus Langdell, who said that “law is a science, and . . . all 

the available materials of that science are contained in printed books”.  

 

   Many insiders watched with interest as the contest played out during the course of the 

Court’s term; both the computer’s and the experts’ predictions were posted publicly on a 

website before the decision was announced, so people could see the results as opinion 

after opinion was handed down.  



   The experts lost. For every argued case during the 2002 term, the model predicted 75 

per cent of the court’s affirm/reverse results correctly, while the legal experts collectively 

got only 59.1 per cent right. 

 

   How can it be that an incredibly stripped-down statistical model outpredicted legal 

experts with access to detailed information about the cases? The short answer is that 

Ruger’s test is representative of a much wider phenomenon. Since the 1950s, social sci-

entists have been comparing the predictive accuracies of number crunchers and tradi-

tional experts – and finding that statistical models consistently outpredict experts. But 

now that revelation has become a revolution in which companies, investors and policy-

makers use analysis of huge datasets to discover empirical correlations between seem-

ingly unrelated things. Want to hedge a large purchase of euros? Turns out you should 

sell a carefully balanced portfolio of 26 other stocks and commodities.  

 

   In Freakonomics, Steven D. Levitt and Stephen J. Dubner showed dozens of examples 

of how statistical analysis of databases can reveal the secret levers of causation. Yet 

Freakonomics didn’t talk much about the extent to which quick quantitative analysis of 

massive datasets – call it “super crunching” – is affecting real-world decisions. In fact, 

decision-makers in business and government are using statistical analysis to drive a 

wide variety of choices – and shunning the advice of traditional experts along the way. 

nstead of simply throwing away the know-how of experts, wouldn’t it be better to com-

bine super crunching and experiential knowledge? Can’t the two types of knowledge pea-

cefully coexist? There is some evidence to support this possibility. Indeed, experts are 

shown to make better decisions when they are provided with the results of statistical 

prediction. But evidence is mounting in favour of a different and much more dehumanis-

ing mechanism for combining human and super crunching expertise. Several studies 

have shown that the most accurate way to exploit traditional expertise is merely to add 

the expert evaluation as an additional factor in the statistical algorithm. Ruger’s Su-

preme Court study, for example, suggested that a computer that had access to human 

predictions would rely on the experts to determine the votes of the more liberal members 

(Stephen Breyer, Ruth Bader Ginsburg, David Souter and John Paul Stevens, in this 

case) – because the unaided experts outperformed the super crunching algorithm in pre-

dicting the votes of these justices. 

 

   Instead of having the statistics as a servant to expert choice, the expert becomes a ser-

vant of the statistical machine. Mark E. Nissen, professor at the Naval Postgraduate 

School in Monterey, California, who has tested computer-versus-human procurement, 

sees a fundamental shift toward systems where the traditional expert is stripped of his 

or her power to make the final decision. “The newest space – and the one that’s most ex-

citing – is where machines are actually in charge,” he says, “but they have enough 

awareness to seek out people to help them when they get stuck.” It’s best to have the 

man and machine in dialogue with each other, but, when the two disagree, it’s usually 

better to give the ultimate decision to the statistical prediction.  

 

   The decline of expert discretion is particularly pronounced in the case of parole. In the 

past 25 years, 18 states have replaced their parole systems with sentencing guidelines. 

And hose states that retain parole rely increasingly on super crunching risk assessments 

of recidivism. Just as your credit score powerfully predicts the likelihood that you will 

repay a loan, parole boards now have externally validated predictions framed as numeri-

cal scores in formula. Still, even reduced discretion can give rise to serious risk when 

humans deviate from the statistically prescribed course of action.  



   Consider the case of Paul Herman Clouston. For more than 50 years, Clouston has 

been in and out of prison in several states for everything from car theft and burglary to 

escape. In 1972, he was convicted of murdering a police officer in California. In 1994, he 

was convicted in Virginia of aggravated sexual battery, abduction and sodomy, and of 

assaulting juveniles. He had been serving time in a Virginia penitentiary until April 15 

2005, when he was released on mandatory parole six months before the end of his nomi-

nal sentence.  

 

   As soon as Clouston hit the streets, he fled. He failed to report for parole and failed to 

register as a violent sex offender. He is now one of the most-wanted men in Virginia. But 

why did this 72-year-old, who had served his time, flee? The answer is the Sexually Vio-

lent Predator Act (SVPA). In April 2003, Virginia became the 16th US state to enact 

such a statute, under which an offender, after serving his full sentence, can be found to 

be a “sexually violent predator” and subject to commitment in a state mental hospital. 

Clouston probably fled because he was worried that he would be deemed a sexual preda-

tor.  

 

   Virginia made Clouston “most wanted” for the same reason – and because it was em-

barrassed that Clouston had been released. You see, Virginia’s version of the SVPA con-

tained a supercrunching innovation. The statute included a “tripwire” that automatically 

sets the commitment process in motion if a super-crunching algorithm predicts that the 

inmate has a high risk of sexual offence recidivism. Under the statute, commissioners of 

the Virginia Department of Corrections were directed to review for possible commitment 

all prisoners about to be released who “receive a score of four or more on the Rapid Risk 

Assessment for Sexual Offender Recidivism” (RRASOR), a points system based on a re-

gression analysis of male offenders in Canada. A score of four or more on the RRASOR 

translates into a prediction that the inmate, if released, would in the next 10 years have 

a 55 per cent chance of committing another sex offence. John Monahan, a leading expert 

in the use of risk-assessment instruments, notes: “Virginia’s sexually violent predator 

statute is the first law ever to specify, in black letter, the use of a named actuarial pre-

diction instrument and an exact cut-off score on that instrument.” Clouston probably 

never should have been released: he had a RRASOR score of four.  

 

   But should we trust the RRASOR prediction? Before rushing to this conclusion, how-

ever, it’s worth looking at what exactly qualified Clouston as a four on the RRASOR 

scale. The RRASOR system is based on just four factors – the prisoner’s number of prior 

sexual offences; his age on release; the gender of his victims; and whether or not he was 

related to them. Clouston would receive one point for victimising a male, one for victim-

ising a non-relative, and two more because he had three previous sex-offence charges.  

 

   These factors are not chosen to assess the relative blameworthiness of different in-

mates. They are solely about predicting the likelihood of recidivism. If it turned out that 

wholly innocent conduct (putting barbecue sauce on ice cream, for example) had a statis-

tically valid, positive correlation with recidivism, the RRASOR system, at least in theory, 

would condition points on such behaviour.  

 

   Since the statute was passed, the attorneygeneral’s office has sought commitments 

against only about 70 per cent of the inmates who scored a four or more on the risk as-

sessment, and only about 70 per cent of the time have courts granted the state’s petition 

to commit these inmates. The Virginia statute thus channels discretion, but it does not 

obliterate it. To cede complete decisionmaking power to lock up a human to a statistical 

algorithm is in many ways unthinkable.  



 

   The problem is that discretionary escape hatches have costs, too. In 1961, the Mercury 

astronauts insisted on a literal escape hatch. They balked at the idea of being bolted in-

side a capsule that could only be opened from the outside. They demanded discretion. 

However, it was discretion that gave Liberty Bell 7 astronaut Gus Grissom the opportu-

nity to panic upon splashdown. In Tom Wolfe’s memorable account, The Right Stuff, 

Grissom “screwed the pooch” when he prematurely blew the 70 explosive bolts securing 

the hatch before the Navy Seals were able to secure floats. The space capsule sank and 

Grissom nearly drowned.  

 

   In context after context, decision makers who wave off the statistical predictions tend 

to make poorer decisions. Experts are overconfident in their ability to beat the system. 

We tend to think that the restraints are useful for the other guy but not for us. So we 

don’t limit our overrides to the clear cases where the formula is wrong; we override 

where we think we know better. And that’s when we get in trouble.  

 

   Parole boards that make exceptions to the statistical algorithm time and again find 

that the high-probability parolees have higher recidivism rates than those predicted to 

have a low probability. Indeed, in Virginia only one man out of the dozens civilly commit-

ted under the SVPA has ever been subsequently released by a judge who found him – 

notwithstanding his RRASOR score – to no longer be a risk to society. Once freed, this 

man abducted and sodomised a child and now is serving a new prison sentence.  

 

   What does all this mean for human endeavour? If we care about getting the best deci-

sions overall, there are many contexts where we need to relegate experts to supporting 

roles. We, like the Mercury astronauts, probably can’t tolerate a system that forgoes any 

possibility of human override, but at a minimum, we should keep track of how experts 

fare when they wave off the suggestions of the formulas. And we should try to limit our 

own discretion to places where we do better than machines.  

 

   This is in many ways a depressing story for the role of flesh-and-blood people in mak-

ing decisions. It looks like a world where human discretion is sharply constrained, where 

humans and their decisions are controlled by the output of machines. What, if anything, 

in the process of prediction can we humans do better than the machines?  

 

   In a word, hypothesise. The most important thing left to humans is to use our minds 

and our intuition to guess at what variables should and should not be included in statis-

tical analysis. A statistical regression can tell us the weights to place upon various fac-

tors (and simultaneously tell us how, precisely, it was able to estimate these weights). 

Humans, however, are crucially needed to generate the hypotheses about what causes 

what. The regressions can test whether there is a causal effect and estimate the size of 

the causal impact, but somebody (some body, some human) needs to specify the test it-

self.  

 

   So the machines still need us. Humans are crucial not only in deciding what to test, 

but also in collecting and, at times, creating the data. Radiologists provide assessments 

of tissue anomalies that are then plugged into the statistical formulas. The same goes for 

parole officials who judge subjectively the rehabilitative success of inmates. In the new 

world of database decisionmaking, these assessments are merely inputs for a formula, 

and it is statistics – not experts – that determine how much weight is placed on the as-

sessments.  

 



   Still, universities are loath to accept that a computer could select better students. Book 

publishers would be loath to delegate the final say in acquiring manuscripts to an algo-

rithm. But at some point, we should start admitting that the superiority of super crunch-

ing is not just about the other guy. It’s not just about parole officers and legal experts. 

Super crunching is affecting real-world decisions that touch us as consumers, as pa-

tients, as workers and as citizens.  

 

   Kenneth Hammond, the former director of Colorado’s Center for Research on Judg-

ment and Policy, reflects on the resistance of clinical psychologists to evidence that their 

predictions cannot match the accuracy of an algorithm’s: “One might ask why clinical 

psychologists are offended by the discovery that their intuitive judgments and predic-

tions are (almost) as good as, but (almost) never better than, a rule. We do not feel of-

fended at learning that our excellent visual perception can often be improved in certain 

circumstances by the use of a tool (eg, rangefinders, telescopes, microscopes). The answer 

seems to be that tools are used by clerks (ie, someone without professional qualifica-

tions); if psychologists are no different, then that demeans the status of the psycholo-

gist.” It may be demeaning but it’s true: there has been a shift of discretion from clini-

cians to clerks, from traditional experts to a new breed of super crunchers, the people 

who control the equations.  

 

This is an edited extract from ‘Super Crunchers’ by Ian Ayres, published by Bantam, a 

division of Random House  


